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Abstract: This study explores behavior-based customer segmentation by 
integrating Recency, Frequency, and Monetary value (RFM) analysis with the K-
Means++ clustering algorithm. Using one year of invoice-level transactional data 
from a Romanian Food and Beverage (F&B) provider serving restaurants and 
coffee shops, the research aims to deliver actionable insights to enhance marketing 
and sales strategies. After standardizing the dataset to address scale differences, 
the Elbow Method was applied to determine the optimal number of clusters, 
resulting in five distinct customer groups: Champions, Loyal Customers, 
Promising, Hibernating Customers, and Lost Customers. Notably, the Champion 
segment, consisting of a single customer, accounts for 15% of total sales, 
highlighting both profitability and dependence risks. Loyal and Promising 
customers were identified as the most strategically valuable segments for targeted 
retention and growth initiatives. The clustering results were validated through 
visualization techniques and internal metrics, confirming the effectiveness of the 
segmentation. By relying exclusively on transactional data, this approach ensures 
GDPR compliance and offers a scalable framework for continuous monitoring and 
dynamic strategy adaptation. The findings provide immediate financial 
implications for the company, illustrating the potential of machine learning-driven 
behavior-based segmentation in B2B markets with frequent, recurring 
transactions. 
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INTRODUCTION 
 
Importance of Customer Segmentation 
In the increasingly competitive business 
environment, understanding customer behavior has 
become crucial for companies aiming to enhance 
their marketing effectiveness and improve customer 
retention. Customer segmentation, the practice of 
dividing a customer base into distinct groups with 
shared characteristics, allows companies to tailor 
their strategies to the specific needs of each segment, 
maximizing customer satisfaction and profitability. 
According to Kotler and Keller (2016), 
segmentation is fundamental for targeting efforts 
and personalizing marketing actions, ensuring that 
resources are optimally allocated. Without a clear 
segmentation strategy, businesses risk delivering 
generic experiences that fail to resonate with their 
diverse customer base. 
 
Different Customer Segmentation Methods 
Traditionally, customer segmentation methods have 
spanned a wide range of techniques, including 
demographic, geographic, psychographic, and 
behavioral segmentation. Demographic 
segmentation divides customers based on 
observable characteristics such as age, gender, 
income, and education level (Wedel and Kamakura, 
2000). Geographic segmentation considers location-
based differences, while psychographic 
segmentation targets customer lifestyles, values, and 
personalities. Behavioral segmentation, which 
focuses on customers' interactions with products or 
services, is often seen as more actionable because it 
is directly linked to purchasing behavior (Kotler et 
al., 2015). 
Recent advancements in data collection and 
analytics have enabled the development of more 
sophisticated segmentation techniques. Machine 
learning algorithms, particularly unsupervised 
learning models such as k-means clustering and 
hierarchical clustering, have been employed to 
uncover hidden patterns in large customer datasets 
(Xu and Tian, 2015). These methods allow for more 
dynamic and nuanced segmentations, 
accommodating complex customer behavior that 
traditional methods might overlook. 
 
Advantages of Behavior-Based Segmentation 
Among the various segmentation techniques, 
behavior-based segmentation has garnered 
significant attention due to its direct link to customer 
actions and value generation. Unlike demographic 
or psychographic approaches, behavioral 
segmentation leverages actual customer data such as 
purchase history, frequency of transactions, and 
monetary value spent. This empirical grounding 

provides a more accurate and predictive 
understanding of customer value, enabling firms to 
prioritize high-value customers and design 
personalized interventions (Baesens et al., 2015). 
One of the most popular models for behavior-based 
segmentation is the Recency, Frequency, and 
Monetary value (RFM) analysis. Originally 
developed in the context of direct marketing, RFM 
analysis categorizes customers based on how 
recently they purchased (Recency), how often they 
purchase (Frequency), and how much they spend 
(Monetary value) (Hughes, 1996). The simplicity 
and interpretability of RFM metrics make them 
particularly attractive for practical applications. 
An important advantage of behavior-based 
segmentation lies in the availability of data. 
Transactional data, which underpins RFM analysis, 
is routinely collected by companies as part of 
standard business operations, making the approach 
cost-effective and readily implementable without 
the need for extensive additional data collection 
efforts. Moreover, behavior-based segmentation 
typically involves no General Data Protection 
Regulation (GDPR) limitations, since it relies on 
anonymized transactional records rather than 
sensitive personal data like demographics or 
psychographics, thereby simplifying compliance 
requirements (Voigt & von dem Bussche, 2017). 
Furthermore, behavior-based models are highly 
adaptable to company-specific information. 
Businesses can customize the RFM model by 
incorporating additional firm-specific variables, 
such as product categories or service usage patterns, 
enhancing the relevance and precision of the 
segmentation. This flexibility ensures that the model 
is aligned with strategic business objectives and 
industry-specific dynamics. 
Another critical advantage is the potential for 
observing changes over time. Since behavioral data 
is continually updated, firms can track shifts in 
customer purchasing patterns and respond by 
adapting sales and marketing strategies dynamically. 
This temporal sensitivity supports proactive 
customer relationship management and helps firms 
stay ahead of emerging market trends (Reinartz & 
Kumar, 2003). 
Finally, the results of behavior-based segmentation 
have immediate financial implications. By 
identifying high-value customers and understanding 
their behavior, firms can directly target their most 
profitable segments, optimize marketing 
expenditures, and maximize return on investment. 
This direct link between segmentation results and 
financial performance makes behavior-based 
segmentation a powerful tool for achieving quick 
wins and long-term profitability. 
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In this study, we propose a behavior-based customer 
segmentation approach by integrating RFM analysis 
with machine learning clustering techniques. By 
doing so, we aim to provide actionable insights that 
businesses can leverage to enhance customer 
relationship management and optimize marketing 
strategies. 
 
 

DATA AND METHODOLOGY 
 
Data Description. The dataset utilized in this study 
consists of transactional records obtained from a 
Food & Beverage (F&B) provider operating in 
Romania. The company supplies products to 
restaurants and coffee shops across the country and 
makes weekly deliveries to its customers. 
The transactional data collected covers a period of 
one year and is recorded at the invoice level. The 
dataset includes individual customer identifiers, 
transaction dates, and transaction monetary values. 
Importantly, the focus is on behavioral data only, 
ensuring compliance with GDPR by avoiding the 
collection of personally identifiable information 
(Voigt & von dem Bussche, 2017). 
Key Data Fields: 
• Customer ID: Unique identifier for each customer. 
• Transaction Date: Date on which the transaction 

occurred. 
• Transaction Amount: Monetary value of each 

transaction. 
The main characteristics of the data can be seen in 
Figure 1. 
 
Data Preparation. Before conducting the analysis, 
several preprocessing tasks were performed to 
ensure data quality and relevance: 
• Clearing Missing and Negative Values: All 

records with missing fields and negative 
transaction values were removed to avoid 
distortions in the analysis. 

• Pivoting Transactional Data: The transactional 
dataset was aggregated at the customer level to 
compute the three key indicators: Recency, 
Frequency, and Monetary Value. 

• Standardizing the Dataset: Each RFM variable 
was standardized to eliminate the effect of 
differing scales among the variables, ensuring fair 
contribution to the clustering process. 

 
Methodological Framework. The methodological 
approach can be divided into two main stages: the 
construction of RFM metrics and the application of 
a clustering algorithm. RFM (Recency, Frequency, 
Monetary value) analysis is a time-tested technique 
used to summarize customer behavior using three 
dimensions: 

1. Recency (R): The number of days since the 
customer's last purchase. Customers who 
purchased recently are more likely to respond to 
new offers. 

 
Ri
= Current Date
− Last Purchase Date of Customer i 

 
2. Frequency (F): The total number of transactions 

made by the customer in the observation period. 
Frequent buyers are often more loyal. 

 
Fi = Count of Transactions for Customer i 

 
3. Monetary Value (M): The total monetary value of 

all transactions made by the customer during the 
period. 

 
Mi = ∑Transaction Amounts for Customer i 

 
The resulting RFM metrics were standardized using 
the z-score normalization formula: 
 

Z =
X − μ

σ
 

 
where μ is the mean and σ is the standard deviation 
of the respective variable. 
 
K-Means++ Clustering. To segment the customers 
based on their standardized RFM scores, the K-
Means++ clustering algorithm was employed. K-
Means is a partitioning method that divides the 
dataset into a specified number of clusters kkk, 
assigning each observation to the cluster with the 
nearest centroid. 
The goal of K-Means is to minimize the Within-
Cluster Sum of Squares (WCSS): 
 

WCSS = ∑ ∑ |xj
xj∈Ci

k

i=1

− μi|2 

 
where μi is the centroid of cluster i and xj represents 
the data points within cluster i. 
The Elbow Method was used to identify the optimal 
number of clusters. In this method, WCSS is 
calculated for different values of k, and the results 
are plotted to observe the point at which the rate of 
decrease sharply slows, forming an "elbow." 
Based on the Elbow Chart (Figure 2), the optimal 
number of clusters was set to 5. This choice balances 
model complexity with explanatory power, ensuring 
that the clustering solution is neither too fragmented 
nor too coarse. 
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To improve the stability and robustness of the 
clustering solution, K-Means++ initialization was 
chosen over the standard K-Means approach. K-
Means++ addresses the random initialization 
problem by selecting initial cluster centers in a way 
that spreads them out, which significantly reduces 
the chances of poor clustering results and local 
minima (Arthur and Vassilvitskii, 2007). The final 
clustering assigned each customer to one of the five 
clusters based on their RFM profiles. 
 
Cluster Profiling. After clustering, each customer 
segment was profiled based on the average values of 
Recency, Frequency, and Monetary metrics. These 
profiles provide actionable insights by highlighting 
distinctive patterns in customer behavior, such as 
groups of high-frequency, high-monetary customers 
or infrequent, low-value buyers. Descriptive 
statistics for each cluster were computed to assist in 
the interpretation and meaningful labeling of 
customer segments. 
 
Validation of Clusters. The robustness of the 
clustering solution was assessed using the Silhouette 
Coefficient, which measures how well-separated the 
clusters are: 
 

s(i) =
b(i) − a(i)

max(a(i), b(i))
 

 
where a(i) is the average intra-cluster distance and 
b(i) is the average nearest-cluster distance. 
Silhouette values closer to 1 indicate better-defined 
and more distinct clusters. 
 
 

RESULTS 
 
Elbow Method and Cluster Determination. To 
determine the optimal number of clusters, the Elbow 
Method was applied. As shown in Figure 1, the 
Within-Cluster Sum of Squares (WCSS) decreased 
considerable until k = 5, after which the rate of 
decrease is more flattened, indicating diminishing 
returns from adding additional clusters. Therefore, 
the optimal number of clusters was set to 5. (see 
Figure 1: Elbow Chart) 
 
Definition of Clusters. Based on the clustering 
results, five distinct customer groups were identified 
and interpreted as follows (see Figure 3): 
• Champion – The best customers who require 

special attention due to their high value. 
• Loyal Customers – Customers who generate the 

core revenue and require continuous care and 
retention efforts. 

• Promising – Customers who exhibit potential for 
growth and are good targets for upselling and 
cross-selling strategies. 

• Hibernating Customers – Customers with limited 
possibilities; often older businesses that maintain 
stable but unchanging demand. 

• Lost Customers – Customers where reactivation 
efforts are challenging and retention investments 
may not yield a positive return on investment 
(ROI). 

 
Key Insights. As can be observed, the Champion 
category has only one customer, but this customer 
generates approximately 15% of the total sales. This 
relationship represents a highly profitable 
partnership, but it also introduces strategic risks due 
to the company's significant dependence on a single 
customer. Special attention must be given to 
maintaining and carefully managing this 
collaboration to mitigate potential risks associated 
with dependency. 
From a strategic perspective, the most attractive 
segments are the Loyal Customers and the 
Promising customers. Loyal Customers form the 
core revenue base and must be continuously 
nurtured to ensure retention. Meanwhile, Promising 
customers present growth opportunities, making 
them ideal targets for customized marketing 
campaigns and account management strategies 
aimed at increasing share of wallet. 
On the other hand, Hibernating Customers represent 
businesses with stable but low and unchanging 
demands, typically older restaurants with little 
inclination towards expansion or upselling. While 
they offer stability, the upside potential is limited. 
Finally, Lost Customers require special reactivation 
efforts if they are to be won back. However, the cost-
effectiveness of targeting this group must be 
carefully evaluated, as the investment required for 
retention might not always yield a positive ROI. 
 
Visualization of Clusters. In the graphs presenting 
the segments, pairs of RFM indicators (Recency-
Frequency, Frequency-Monetary, Recency-
Monetary) were plotted. As shown in Figures 3–5, 
the clustering algorithm effectively captured the 
differences between the groups, demonstrating clear 
separations across the segments. 
These visualizations not only confirm the robustness 
of the clustering results but also serve as practical 
tools for designing differentiated marketing and 
sales strategies tailored to each customer group. 
Leveraging these insights can significantly enhance 
the company’s profitability by focusing efforts on 
the right customer segments with appropriate 
strategies. 
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CONCLUSIONS 
 
This study demonstrated the value of applying 
RFM-based behavioral segmentation combined with 
the K-Means++ clustering algorithm to a real-world 
dataset from an F&B provider operating in Romania. 
The method offered several advantages: 
• It leveraged available transactional data without 

requiring additional costly data collection. 
• It avoided GDPR limitations, working only with 

anonymized behavioral data. 
• It incorporated company-specific information, 

reflecting the particularities of the weekly delivery 
and consumption patterns of restaurants and 
coffee shops. 

• It enabled ongoing monitoring of customer 
behavior, supporting dynamic adaptation of 
marketing and sales strategies. 

• It produced results with immediate financial 
implications, offering clear targets for revenue 
growth and customer retention efforts. 

By identifying key segments such as Champions, 
Loyal Customers, and Promising customers, and 
understanding their unique characteristics, the 
company can better allocate its resources and tailor 
its customer management strategies. 
In summary, behavior-based customer segmentation 
using RFM analysis and machine learning clustering 
offers a powerful, practical tool for companies 
aiming to better understand their customers and 
optimize their market strategies. Future research 
could expand the model by integrating additional 
behavioral metrics, such as customer engagement or 
product preferences, and by exploring more 
advanced clustering techniques for even deeper 
insights. 
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Figure 1. 
Descriptive statistics of the database 

 
 
 
 
 

 
 

Figure 2. 
Elbow-plot to determine the optimal number of clusters 
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Figure 3. 
Clustering results in Recency and Frequency dimensions 

 
 
 

 
Figure 4. 

Clustering results in Recency and Monetary values dimensions 
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Figure 5. 

Clustering results in Monetary Values and Frequency dimensions 
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